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Abstract—Recent shifts to microservice-based architectures and the supporting servicemesh radically disrupt the landscape of performance-oriented management tasks. While the adoption of frameworks like Istio and Kubernetes ease the management and organization of such systems, they do not themselves provide strong observability. Microservice observability requires diverse, highly specialized, and often adaptive, metrics and algorithms to monitor both the health of individual services and the larger application. However, modern metrics collection frameworks are relatively static and rigid.

We introduce ViperProbe, an eBPF-based microservices collection framework that provides (1) dynamic sampling and (2) collection of deep, diverse, and precise system metrics. ViperProbe builds on the observation that the adoption of a common set of design patterns, e.g., servicemesh, enables offline analysis. By examining the performance profile of these patterns before deploying on production, ViperProbe can effectively reduce the set of collected metrics, thereby improving the efficiency and effectiveness of those metrics.

To the best of our knowledge, ViperProbe is the first scalable eBPF-based dynamic and adaptive microservices metrics collection framework. Our results show ViperProbe has limited overhead, while significantly more effective for traditional management tasks, e.g., horizontal autoscaling.

I. INTRODUCTION

Microservices are the result of a series of evolutions in distributed systems aimed to design more abstract, lightweight, flexible, and scalable systems for cloud platforms. The growth and rapid adoption of tools like Docker [1] and Kubernetes [2] quickly made container-based design an industry standard. These tools made deploying, managing, and developing microservice architectures tractable for companies. Following the growth of microservices, a series of design patterns and frameworks for managing large microservice deployments emerged. These patterns and tooling (i.e. Istio [3] and Linkerd [4]) are referred to as the servicemesh. The resulting servicemesh has significantly increased the velocity of code changes and deployment, the diversity and specialization of services, and the required coordination between services. The extreme number, heterogeneity, diversity and code-velocity of microservice components (i.e., services) significantly challenges traditional diagnosis and troubleshooting techniques [5], [6], [7], [8], [9].

In distributed systems, observability describes the ability to understand what, where, when, and why events took place in order to perform management, optimization, or debugging. Observability in distributed systems relies on three key tools: distributed tracing, metrics, and logs. Microservices dramatically increase the diversity in and magnitude of the metrics within the systems [10], [11]. As such, there has been significant work [12], [13] aimed at understanding which subset of metrics are relevant for each task. It is generally understood that only a subset of metrics and traces are relevant for each performance management task (e.g. scaling, overload control, routing). These metrics which are central for performing management tasks effectively are the CriticalMetrics. The growing wisdom is that the constant code changes and number of metrics and components make offline analysis intractable, and the deluge of data requires online analysis and sampling of metrics.

In this paper, we present ViperProbe, an alternative approach and platform for determining and instrumenting the CriticalMetrics for microservices. We build on the observation that while microservices are extremely diverse, the underlying infrastructure frameworks, e.g., servicemeshes, introduces significant uniformity across the system. Specifically, many microservice deployments have adopted microservice design patterns (Section II-B), which are in fact, more static and stable than the constantly evolving codebases of microservices. The static, shared nature of these components makes them more amenable to offline analysis thereby reducing the complexity and overhead of online techniques.

In this work, we take the first step towards this vision by presenting a framework, ViperProbe, an adaptive eBPF metrics collection tool for microservices. ViperProbe’s eBPF metrics provide deep visibility into system performance characteristics, and ViperProbe collects and monitors metrics at the service level. In this paper we only demonstrate a subset of applications and leave the exploration of others for future work. There are two challenges in realizing ViperProbe: first, determining the CriticalMetrics is contingent on the specific combinations of microservices patterns, performance algorithms, and workloads. Thus, given the same container pattern
but with different workloads or performance methodologies, we can expect different CriticalMetrics because the different workloads will exercise the code in different ways, and performance algorithms will interpret metrics differently.

Second, today, metrics collection is relatively rigid (Figure 1 Top); microservice frameworks usually collect all possible metrics, exposing them into an observability framework, e.g., Grafana, and then the performance algorithms determine the subset to use for analysis [13], [12], [14], [15], [16]. However, with our approach (Figure 1 Bottom), we plan to collect only a subset of the metrics initially with dynamic adjustments in real-time.

To tackle these challenges, ViperProbe builds on the flexibility of eBPF to dynamically enable and sample metrics. To the best of our knowledge, ViperProbe is the first scalable eBPF-based dynamic and adaptive microservice metrics collection framework. ViperProbe includes an offline search paradigm for analyzing patterns to determine the minimal but effective set of metrics, i.e., CriticalMetrics, for enabling runtime diagnosis of a service. ViperProbe uses the results of the offline analysis, i.e., the CriticalMetrics, to determine which metrics to activate initially. Additionally, ViperProbe was also designed to support online techniques, though, we leave the exploration of combined online and offline techniques for future work.

Our evaluation shows ViperProbe has between 10-15% CPU overhead running our entire set of implemented metrics. For latency overhead, our results show between 40-60% latency overhead at the 50th percentile, with negligible tail overhead at higher percentiles. Lastly, in our experimental application of ViperProbe for horizontal autoscaling, we found that ViperProbe greatly reduced failure rates (median reduction of 67%, Figure 7) using a subset of CriticalMetrics determined via k-Shape clustering.

II. BACKGROUND

In this section we present an overview of microservice and servicemesh architectures, discuss their design components, and outline observability challenges for them.

A. Microservices

A microservice architecture is a loosely-coupled highly distributed system with individual, small services communicating through shared libraries or tooling. The microservice design philosophy is centered around independent, lightweight, and highly modular services. Several companies (Amazon [17], Microsoft [18], Facebook [19], Twitter [7], Lyft [19], [20], Uber [21], Netflix [8], Airbnb [6]) have adopted microservice patterns primarily for the following benefits:

1) Failure, resource, dependency, environment isolation
2) Greater abstraction with stricter APIs between services
3) Independent scaling, development, deployment, and replication of services

The result is a set of highly heterogeneous services running a polyglot of languages, with high velocity development and deployment [22], [23], [24], [5].

B. Microservice Design Patterns

To achieve the loose-coupling and coordination, developers developed microservice design patterns to simplify microservice development. Unlike traditional code design patterns, which are guidelines and rules for writing code, microservices patterns are in and of themselves code components — in certain cases, the patterns are services themselves, e.g., DB-patterns — Redis or Postgres [25], [26]. Next, we highlight the top three patterns with the goal of demonstrating the role of these patterns rather than providing a complete taxonomy.

In Figure 2, we present a canonical microservice deployment to illustrate the role of design patterns in modern microservices. The gray boxes are developer code, and the orange boxes are microservice design patterns.

Gateway Gateways are used to provide uniform access and control to these internal services without requiring separate teams to implement ingress/egress themselves. Clients issue requests to replicated Gateways who then pass those requests directly to services. Gateways provide authentication (Open Policy Agent), encryption (TLS, mTLS), traffic management, and observability for microservices [25]. Two popular Gateways are Envoy [27] (configured to be front-edge) and Ambassador [28].

Sidecar/Proxy The sidecar proxy pattern is an isolated, colocated process that runs alongside each microservice [29]. The proxy redirects all external network communication through it in order to provide serialization, security, or encryption [30]. By using proxies, independent teams can develop their services using the POSIX network stack and then deploy alongside the proxy. The proxy then can communicate with other proxies, thus enabling inter-service communication. A popular sidecar proxy, developed by Lyft and used by Istio, is Envoy [27] and is the primary proxy explored in this paper.

Servicemesh The servicemesh pattern [3], [4] is a specialized instance of the sidecar pattern which provides communication, discovery, security, traffic management, observability, and replication. The servicemesh abstracts the microservice design from the underlying network infrastructures and provides a set of common functionality required to stitch together distributed components, e.g., authentication and discovery. In essence, servicemesh frees microservice developers from having to rewrite this common functionality.

Takeaway: Unlike developer code (i.e., gray boxes), the patterns (i.e., orange boxes) are more static and more rigid. To illustrate this point, in Figure 3, we present CDFs of the time between releases for several patterns. We observe that while the different patterns have different release frequencies, they are often released every few weeks, which is radically different from studies that show that developers push changes to their microservice codebase multiple times a day [22], [23], [24]. This static and rigid codebase is more amenable to offline analysis because of its more gradual updates. We also note that some patterns, the Operator, in particular, already have bodies of work. Thus, translating offline performance of these patterns to the servicemesh is easier than that of their
C. Observability Challenges

The core fundamental components of observability in distributed systems are tracing [31], [32], [33], [34], [35], metrics [13], [15], [14], [16], and logging [36]. The challenges for distributed observability are collecting data at-scale and applying semantics to the data that enables actionable inferences. At two major servicemesh adopters, Netflix monitors more than 1.2 Billion [10] unique metrics and Uber monitors more than 700 Million [11]. The servicemesh introduces further challenges for microservice observability, some of which we highlight here:

1) Increased diversity of the services increases the variety of instrumentation and resulting metrics
2) The extreme hyperscaling of microservices explodes the volume of metrics, traces, and logs
3) Complex request paths and routing makes localizing, and qualifying “normal” performance characteristics exponentially more challenging

Today, tracing is largely used for localization, which allows DevOps (Developer-Operators) to narrow their focus to a subset of metrics and logs to analyze. In this work, our main focus lies in metrics — more specifically, making metrics collection more dynamic and adaptive. The more common way to tackle the microservice challenges is to sample the data. Unfortunately, sampling leads to a loss of information and, thus, DevOps may be unable to detect problems [19]. Given this loss of information, when DevOps detect a problem, they turn off sampling. In fact, many production-grade monitoring systems provide a special “watershed” mode where the DevOps can turn off sampling and collect unsampled data [19].

D. Not All Metrics are Equal

Intuitively, the notion that a subset of metrics are more important than others is not a fundamentally new idea. However, most contemporary approaches [12], [15], [13], generally capture all metrics and then determine the important subset to analyze at runtime. A key often overlooked fact is that the overheads of metrics collection is a function of the type, number, and instrumentation for the collected metrics. In the area of microservices, this is especially relevant. The extreme diversity of services results in a polyglot of metric tooling thereby increasing metric complexity. Thus, being able to narrow and limit the metrics collected to a subset can be beneficial for performance. To illustrate this point, in Figure 4, we classify eBPF metrics collected by ViperProbe and present their overheads. The key observation is that while some metrics can be “always-on” due to their lightweight nature, e.g., Disk-related metrics, other classes of metrics are prohibitively expensive to constantly collect, e.g., network or scheduling. In Section-III-A, we further discuss how not all metrics are equally relevant to particular services beyond their inherent overhead differences.

E. extended Berkley Packet Filters (eBPF)

Linux Berkley Packet Filters have undergone extensive improvements in the recent years (Linux Kernel 3.15+ and 4.15+) bringing them to the forefront of kernel tracing and metric collection. Linux’s extended Berkeley Packet Filter (eBPF) feature enables developers to run small, static programs attached to kernel functions (kprobes), kernel tracepoints, or userspace functions (uprobes). Importantly, eBPF supports shared data structures between user and kernel space in order to pass information between programs and user processes. Facebook uses eBPF for TCP-Tuning, L-4 load balancing, and DDOS protection [37], [38]. More broadly, eBPF has been applied in cloud computing for security [39], [40], network optimization [41], [42], virtualization [43], [44], and monitoring [45], [46], [47], [48].

III. DESIGN

Our vision for ViperProbe diverges from comparative techniques [15], [13], [12] which capture all metrics, and rather, focuses on determining the set of CriticalMetrics offline coupled with online adaptation. With the changes outline in Section-II-C we argue the collection of all metrics is un-scalable, unnecessary, and can be improved upon.
We eschew the blackbox approach to metric collection, and instead moved to a graybox approach informed by offline CriticalMetrics identification coupled with online techniques and dynamic configuration. Specifically, we aim to develop instrumentation which enables precise, uniform control of metrics per-container or per-service. Then, using knowledge about predefined and standardized design patterns inherent to microservices, we tailor our metrics collection to eliminate costly metrics and thus minimize overheads.

Thus, the challenges for realizing ViperProbe are developing:

1) Algorithms and tools for offline analysis to determine the CriticalMetrics
2) A scalable metric collection framework for instrumenting offline analysis and online dynamic changes

Figure 5. ViperProbe

A. CriticalMetrics

As outlined in Section-II-C, the explosion in heterogeneity, scale, and complexity of metrics makes the collection of all metrics untenable. Intuitively, by reducing the breadth of metrics and instead moving towards depth the associated performance of management tasks also improve (Section-V-A). Our discussion in Section-V-A further motivates, however, not all metrics share equal performance cost. As such, the goal of CriticalMetrics identification is to balance achieving the precision needed to optimally performance manage while finding the minimal cost metrics.

There are two key challenges for identifying the CriticalMetrics:

1) A search algorithm for identifying metrics
2) An offline framework for enabling this search algorithm

1) Identifying CriticalMetrics: Intuitively, metrics tied to the specific critical path of each service are more useful for managing those services. Thus, we argue that CriticalMetrics generally are low-level metrics and require search algorithms to discover the more precise, effective metrics.

These algorithms for identifying the CriticalMetrics can be naïve (e.g., brute-force or domain-specific), statistical (clustering [13] or correlations [12]), or based on machine learning (e.g., DeepLearning [15]). Other techniques [49], [50] use metrics provided by the application, or framework (e.g., Kubernetes, OpenShift, Istio) as their performance indicators. We leave a thorough treatment of appropriate algorithms for future work. In our current prototype described in Section IV, we use k-shape [51] clustering to perform offline analysis to determine the CriticalMetrics.

2) Offline Analysis Environment: The purpose of the offline framework is to allow specific microservice patterns to be tested and analyzed in isolation. In particular, this testing framework should support both representative workloads and microservices while allowing fast and efficient testing of different scenarios. The framework also must support a variety of measurements since different performance tasks (e.g., scheduling, debugging) have unique goals. Although the framework can be an emulator or simulator, these often lack fidelity. Alternately, testing in production can introduce effects for end users [9]. When running in production, testing frameworks can introduce performance abnormalities and this “observer effect” needs to be controlled [9]. In our preliminary prototype, we test using a replica of full production networks. Replicas avoid the challenges of simulators or testing in production, but can be expensive and cumbersome to replicate large production clusters. For ViperProbe, we replicate production for example microservice deployments.

B. Dynamic Metrics Implementation

While dynamics and adaptiveness are at the core of most recent efforts to enable efficient and scalable observability, in practice, many of the existing [12], [13], [15] efforts treat metrics as blackboxes, containing millions of different metrics. We find that this mismatch occurs because most monitoring tools lack fine-grained control over sampling rate, metric collection procedure, or behavior. Instead these alternative tools focus on techniques for interpreting the deluge of metrics. We rethink this approach, beginning with an examination of contemporary tools for kernel-level monitoring.

Existing kernel-level monitoring fall into one of three classes: the first, e.g., Strace [52], are programmatic but limited to a subset of functionality, e.g., counts, or a subset of systems calls. The second class, e.g., Ftrace [53], [54], are not programmatic or dynamic. Due to their limitations, the first two classes are thus not applicable for designing ViperProbe. The third class are both programmable and dynamic, e.g., Dtrace [55] and eBPF and thus more suitable for our goals.

We build ViperProbe on eBPF because of its expressiveness, depth, configurability and of its broader support than Dtrace. The dynamicity and configurability we envision for ViperProbe are not inherent to eBPF given its security and runtime constraints.

C. ViperProbe As a Part of Larger Work

We compare ViperProbe with similar microservice performance analysis tools. We argue ViperProbe builds on these works in a few capacities.

Only ViperProbe is built with the intention for dynamic tuning of metrics. Other works like MicroRCA [49], Loud [50],...
and Seer [15] start with a fixed set of Key Performance Indicators (KPI) and analyze on that static selection. While tools like Pythia [12] and Sieve [13] attempt to identify the CriticalMetrics online or offline, neither perform both. With ViperProbe we propose a new technique for offline analysis, but at the same time, design the tool to enable dynamic online adjustment. In this paper, we do not explore ViperProbe for online analysis and instead focus on initial offline analysis. However, we believe that ViperProbe’s support for both offline and online analysis is unique and an area for future work. Lastly, we believe that ViperProbe’s eBPF metrics provide deeper visibility than classic performance counters, and are consistent across applications. Many of the tools in Table-I use application specific metrics or traces [13], [15], [50], while ViperProbe’s implementation is agnostic to the application. We believe ViperProbe is the first distributed eBPF-based metric tool aimed at microservices.

IV. Prototype

Our prototype of ViperProbe was built in python using IOVisor’s [56] BCC tools for instrumenting eBPF probes. We use gRPC [57] for communication between the Controller and Worker nodes, and then use Kafka as our data collection agent. For our storage and visualization of the metric data, we used Postgres [58] and Grafana [59].

ViperProbe is tightly coupled with Kubernetes, relying on the Kubernetes API for node discovery and pod deployment information. The ViperProbe Controller loads a configuration YAML provided offline by developers. The ViperProbe Controller then sets a watch on the Kubernetes API for the pod resource to track new, relocated, or terminated pods, updating Worker configurations accordingly.

V. Preliminary Evaluation

Experimental Setup: All our experiments are performed on Amazon EC2 with 1 master of 8 vCPU and 16Gb of memory and 5 nodes of 8 vCPUs and 16Gb of memory. We deploy Google’s microservice Hipster Shop [60], using Locust [61] to simulate load of 1800 users.

ViperProbe Overhead For this experiment, we examined the performance of ViperProbe for collecting finer-grained metrics and for sampling these metrics. We record the median latency and CPU overheads in Figure-6. From this figure, we observe that there is significant benefits in focusing on critical metrics, for example, a system that only requires the cache metric incurs half the overhead of a system which requires the Runq latency metric.

Surprisingly, the figure indicates that sampling has a minimal effect in reducing overhead. These results motivate future work optimizing eBPF in high-velocity paths, including the possibility of support for native sampling.

![Figure 6. Sampling Median Overheads (Solid lines show Response Latency, Dotted show CPU)](image)

A. Autoscaling

Next, we demonstrate the benefits of the CriticalMetrics by applying them to horizontally autoscale services.

To do this, we compare generic Kubernetes autoscaling [62] using 50% CPU and Memory utilization against a specialized version of autoscaling based on our CriticalMetrics. The specialized version sets thresholds on the metrics identified as CriticalMetrics. To identify the CriticalMetrics, we employ k-Shape [51] clustering for each service coupled with offline analysis. We list the identified CriticalMetrics in Table-III.

In Table-II we present the results of autoscaling, we observe that ViperProbe results in fewer replicas in all services except the recommendation services. For the recommendation service, we observe that ViperProbe allocates over 200% more pods.

In analyzing the servicemesh application, we observe that the recommendation service is a critical bottleneck which is used by many other services (recommendations appear on every page served). Thus, this is the service that should be

<table>
<thead>
<tr>
<th>Tool</th>
<th>Goal</th>
<th>Implementation</th>
<th>Dynamic</th>
<th>System Data</th>
<th>Application Data</th>
<th>CriticalMetric Identification</th>
</tr>
</thead>
<tbody>
<tr>
<td>ViperProbe</td>
<td>Instrument CriticalMetrics</td>
<td>eBPF</td>
<td>Yes</td>
<td>Offline Training</td>
<td>Initial Metrics</td>
<td>Offline Training</td>
</tr>
<tr>
<td>Sieve [13]</td>
<td>Identify CriticalMetrics</td>
<td>OS Performance</td>
<td>No</td>
<td>Offline Training</td>
<td>Subset</td>
<td>Offline Training</td>
</tr>
<tr>
<td>Seer [15]</td>
<td>Root Cause for SLA Violations</td>
<td>OS Performance</td>
<td>No</td>
<td>Offline Training</td>
<td>Distributed Tracing</td>
<td>Offline Training</td>
</tr>
<tr>
<td>Pythia (Vision) [12]</td>
<td>Root Cause Analysis</td>
<td>Unspecified</td>
<td>Yes</td>
<td>Offline Training</td>
<td>OSProfiler</td>
<td>Offline Training</td>
</tr>
<tr>
<td>MicroRCA [49]</td>
<td>Root Service Analysis</td>
<td>Kubernetes &amp; Istio</td>
<td>No</td>
<td>Offline Training</td>
<td>Kubernetes &amp; Istio</td>
<td>Offline Training</td>
</tr>
<tr>
<td>Loud [50]</td>
<td>Faulty Service Localization</td>
<td>iostat, sar, vmsstat, free, ps, ping</td>
<td>No</td>
<td>Offline Training</td>
<td>SMPv2c (Application Specific)</td>
<td>Offline Training</td>
</tr>
</tbody>
</table>

The ViperProbe Controller loads a configuration YAML provided offline by developers. The ViperProbe Controller sets a watch on the Kubernetes API for node discovery and pod deployment information. The ViperProbe Controller loads a configuration YAML provided offline by developers. The ViperProbe Controller then sets a watch on the Kubernetes API for the pod resource to track new, relocated, or terminated pods, updating Worker configurations accordingly.

### Table I: ViperProbe Comparison with Related Tools

**Column 1:** Tool
**Column 2:** Goal
**Column 3:** Implementation
**Column 4:** Dynamic
**Column 5:** System Data
**Column 6:** Application Data
**Column 7:** CriticalMetric Identification

<table>
<thead>
<tr>
<th>Tool</th>
<th>Goal</th>
<th>Implementation</th>
<th>Dynamic</th>
<th>System Data</th>
<th>Application Data</th>
<th>CriticalMetric Identification</th>
</tr>
</thead>
<tbody>
<tr>
<td>ViperProbe</td>
<td>Instrument CriticalMetrics</td>
<td>eBPF</td>
<td>Yes</td>
<td>Offline Training</td>
<td>Initial Metrics</td>
<td>Offline Training</td>
</tr>
<tr>
<td>Sieve [13]</td>
<td>Identify CriticalMetrics</td>
<td>OS Performance</td>
<td>No</td>
<td>Offline Training</td>
<td>Subset</td>
<td>Offline Training</td>
</tr>
<tr>
<td>Seer [15]</td>
<td>Root Cause for SLA Violations</td>
<td>OS Performance</td>
<td>No</td>
<td>Offline Training</td>
<td>Distributed Tracing</td>
<td>Offline Training</td>
</tr>
<tr>
<td>Pythia (Vision) [12]</td>
<td>Root Cause Analysis</td>
<td>Unspecified</td>
<td>Yes</td>
<td>Offline Training</td>
<td>OSProfiler</td>
<td>Offline Training</td>
</tr>
<tr>
<td>MicroRCA [49]</td>
<td>Root Service Analysis</td>
<td>Kubernetes &amp; Istio</td>
<td>No</td>
<td>Offline Training</td>
<td>Kubernetes &amp; Istio</td>
<td>Offline Training</td>
</tr>
<tr>
<td>Loud [50]</td>
<td>Faulty Service Localization</td>
<td>iostat, sar, vmsstat, free, ps, ping</td>
<td>No</td>
<td>Offline Training</td>
<td>SMPv2c (Application Specific)</td>
<td>Offline Training</td>
</tr>
</tbody>
</table>
scaled and not the others (e.g., FrontEnd or Currency) which are being over scaled by Kubernetes.

To illustrate this point, in Figure 7, we explore the number of HTTP500 errors which arise when a request fails due to a lack of resources. In particular, we focus on the request types that leverage the Recommendation service. We note that ViperProbe’s specialized metrics allows us to significantly reduce the number of errors. We anticipate that with more fine-tuned system, i.e., better thresholding, we can further reduce these errors.

In these experiments, fine-grained, tailored metrics from ViperProbe better predicted service failure and identified crucial bottlenecks thus enabling preemptive scaling of the appropriate services such as the Recommendation Service.

![Figure 7. Autoscaling Request Failure Rates](image)

<table>
<thead>
<tr>
<th>Container</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Redis</td>
<td>userfaults, runq</td>
</tr>
<tr>
<td>Currency Service</td>
<td>userfaults, runq</td>
</tr>
<tr>
<td>Currency Proxy</td>
<td>runq, sentbytes</td>
</tr>
<tr>
<td>Cart Service</td>
<td>userfaults, runq</td>
</tr>
<tr>
<td>Cart Proxy</td>
<td>runq, sentbytes</td>
</tr>
<tr>
<td>Recommendation Service</td>
<td>userfaults, runq</td>
</tr>
<tr>
<td>Recommendation Proxy</td>
<td>runq, sentbytes</td>
</tr>
<tr>
<td>FrontEnd Service</td>
<td>runq, sentbytes</td>
</tr>
<tr>
<td>FrontEnd Proxy</td>
<td>runq, sentbytes</td>
</tr>
</tbody>
</table>

Table II

VII. CONCLUSION

This paper presents our work on ViperProbe and servicemesh observability. Our work focuses on developing a more robust, configurable metric engine for microservices. ViperProbe is, to the best of our knowledge, the first and only eBPF-based high performance monitoring tool specifically aimed at the servicemesh. Through our work, we have highlighted both the increased heterogeneity of services and uniformity of the accompanying design patterns included with the servicemesh. Using offline analysis for these services and shared software, ViperProbe produces low-level, highly informative metrics per-service. We developed a general framework for eBPF metrics and implemented a variety for our evaluation. In our evaluation, we explored runtime trade offs for the tool, explained challenges with eBPF performance, and presented use cases for the tool. With the increased adoption and scale of the servicemesh, microservice-oriented tools like ViperProbe offer practical solutions.
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